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Transparency is a fundamental principle and a pillar of Trustworthy Artificial Intelligence (AI). 
Its main goal is to bring interpretability in complex AI models, such as deep learning networks, 
that are essentially black-boxes. In recent years, interpretability techniques based on different 
approaches have been proposed in the field of Explainable Artificial Intelligence (XAI). 
However, releasing transparency reports using XAI techniques, is found to impact privacy of 
AI models adversely. Privacy attacks exploiting explanations have targeted the sensitive data of 
individuals used in training the model and/or the confidentiality of the model. To counter this, 
various preservation methods using Privacy Enhancing Techniques (PETs) are proposed in 
literature.

In this seminar, we present the main approaches of generating explanations and the popular 
methods within each approach. We elaborate on the interplay of privacy and explainability by 
describing the privacy risks introduced in AI models by transparency techniques. An overview 
of privacy preserving methods applied to explanations is presented future direction towards 
achieving a balance of privacy and transparency.
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